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ABSTRACT
Hand-held camcorders have been popularly used in captur-
ing and documenting daily lives. Nonetheless, searching for
personal memories in home videos is still a laborious task.
This paper describes novel approaches in detecting snippets
and patterns in home videos for content indexing. To deal
with the fact that most shots are long and with handshake
artifacts, a motion analysis algorithm based on Kalman �l-
ter and �nite state machine is proposed to decompose videos
into tables of snippets. Each snippet is represented by a set
of moving and static patterns. The moving patterns are au-
tomatically detected and tracked, while the static pattern s
are manually input by users. A MWBG pattern matching
algorithm is then proposed to e�ectively detect and parse th e
patterns in snippets. Home videos are ultimately albumed
and indexed according to the moving and static patterns to
facilitate content search.
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Snippet Detection, Object Tracking, Pattern parsing

1. INTRODUCTION
Content analysis of home videos has recently attracted

numerous research attentions due to its commercial poten-
tial in providing query, browsing, summarization and edit-
ing functionalities. Home videos, unlike scripted and edit ed
videos, are domain unrestricted, lack of story line and always
coupled with shaking artifacts. As a consequence, the anal-
ysis of home videos presents a di�erent aspect of technical
challenge compared with professional edited videos.

Existing researches in home video analysis include scene
analysis [2, 3], browsing [5, 10], highlight detection [6], sum-
marization [8, 9] and editing [4]. In these works, camera mo-
tions [6], face [10], time stamp [8, 9] and temporally order
information [3] are frequently exploited for the content or ga-
nization of home videos. For instance, a zoom-and-hold mo-
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tion detector is developed in [6] to detect signi�cant event s,
while a face tracker is utilized in [10] for browsing and in-
dexing.

While most works address the issues of video abstraction
[2, 3, 6, 8, 9] and browsing [5, 10], relatively few works are
conducted for the structuring of video content for parsing,
indexing and query. As indicated in [6, 9], the distribution
of shot length in home videos tends to be in favor of long
shots that can probably last for more than 10 minutes. In
one typical long shot, a camera may involve multiple actions
such as \pan to get a larger view of scene", \pan to search
for objects of interest", and at the meanwhile, \zoom-and-
hold to freeze the impression of a particular scene". In [4,
9], in order to shorten the length of shots for summarization
and editing, heuristic strategies such as selecting subshots
that are clearly audible, or subshots whose motions match
the tempos of music, are adopted. These strategies may
not be applicable in certain situations and could falsely in -
clude intermediate camera motions (e.g., pan to search for
something) that are not signi�cant. A concrete way of de-
composing shots into meaningful subshots (or snippets) by
excluding intermediate camera motions is essential in struc-
turing the content of home videos. Important snippets usu-
ally contain symbolically memorable objects such as peo-
ple, buildings or notable patterns. If home videos could be
parsed and indexed based on the symbolic patterns, novel
queries such as \show me all snippets with beaches" can be
realized.

In this paper, we propose new approaches for the struc-
turing of shots in home videos (Section 3) and the parsing of
moving and static patterns for memorable object indexing
(Section 4). Firstly, a table of snippets is constructed bas ed
on motion analysis. Secondly, moving objects are automati-
cally detected and tracked in snippets. Because home videos
are usually coupled with the problem of motion instability,
we propose a novel approach to search for the best possible
frame, not necessary the �rst frame, to start object detec-
tion and tracking. For the snippets with no object motion,
keyframes are shown and we allow users to label the static
patterns in frames. A novel and e�cient pattern matching
algorithm based on MWBG (Section 4.3) is then proposed to
parse and index the existing and new home videos based on
the automatically detected and manually labeled patterns.

2. SYSTEM OVERVIEW
Figure 1 illustrates the proposed framework for indexing

home videos. Three major components are snippet bound-
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Figure 1: Overview of proposed system

ary detection, pattern detection and pattern matching. To
construct a table-of-snippet, the raw video sequence is �rst
segmented into shots by using the slice-based shot detector
in [12]. In a typical home video, the duration of a shot is
usually long and may contains more than one independent
camera action. Thus we propose a new algorithm based on
motion analysis for snippet boundary detection. Initially the
zoom segments are detected from a shot by using the hys-
teresis thresholding algorithm on zoom parameters. Then
Kalman polyline estimator is proposed to partition the re-
maining parts of the shot. Finally, a �nite state machine is
designed to detect snippets in the shot.

Pattern detection has two modules: automatic object de-
tection (AOD) and manual object detection (MOD). In AOD,
we adopt 3D tensor representation to calculate the optical

ows in a video sequence. By incorporating the saliency
values of tensors, the moving objects are initialized by using
Novel Seed Selection (NNS) algorithm [13]. The EM algo-
rithm [15] is further employed to segment multiple object
layers. MOD, on the other hand, provides an interface for
users to initialize the objects that are not detected by AOD.

Once an object is detected in a snippet, mean shift track-
ing algorithm is employed to track the pattern throughout
the sequence. While for those patterns which are static
and appear in di�erent snippets, the MWBG algorithm is
employed to detect and match similar patterns. All the
patterns are ultimately indexed in the database for future
search and browse.

3. CONSTRUCTING TABLE­OF­SNIPPET
Shot is generally de�ned as a sequence of frames with con-

tinuous camera motion. In professional edited videos, a shot

can be referred to as a cinematic sentence that represents
one snippet of a scene. Home videos, nevertheless, do not
have such edited structure. The camera motion in one shot,
although continuous, may consist of multiple snippets con-
nected by intermediate camera motions. To decompose long
shots into snippets, we propose a motion-based approach to
detect the snippet boundaries that are usually composed of
fast and abrupt camera motions.

3.1 3D Tensor Representation
Let I (x; y; t ) be the intensity of a point in 3D image vol-

ume. By assuming point intensity remains constant in a
short time. A constraint condition can be derived as

dI
dt

=
@I
@x

u +
@I
@y

v +
@I
@t

= � (1)

where u and v represent the local spatial velocity along the
x and y coordinates respectively. � is assumed to be zero-
mean Gaussian noise. The total sum of � 2 over a 3D image
volume R can be represented as
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X
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Given the tensor representation in Eqn (3), the optical 
ow
v = [ u; v]T can be estimated by minimizing the cost func-
tion E in Eqn (2). The diagonal components of a tensor
which represent the intensity variation in spatio-tempora l
coordinate can be exploited for �delity measure. Thus, our
proposed �delity term � , which depicts the certainty of es-
timated optical 
ow in R, is de�ned as

� = 1 �
E

E + Jxx + Jyy
(4)

The �delity term has following favorable properties: 1) It
is maximal for ideal 
ows, i.e., E = 0; 2) It is minimal if no
spatial intensity variation, i.e., Jxx + Jyy = 0; 3) Its value is
normalized in the range [0; 1].

3.2 Motion Feature Extraction
Given a frame I t , the Harris corner detector is applied to

extract N feature points. The corresponding points across
frames are matched by the singular value decomposition
(SVD) of 3 D tensor structure (in Section 3.1). For robust-
ness, a least median square (LMeS) �lter is employed to
remove the matching points that are inconsistent with the
assumed camera motion model. Let x t

i as the i th feature
point at frame t, we use a 6-parameters a�ne model as

x t +1
i = A t x t

i + b t i = 1 � � � N (5)

where

A =
�

cos(� ) sin( � )
� sin(� ) cos(� )

� �
k k tan( � )
0 l= cos(� )

�
(6)



INPUT: zoom parameters f K; L g, and threshold � l ,
� h , � l < � h

ALGORITHM:

1. Initialize zoom indicators f bt gn = 0

2. Scan eachf zt = kt � l t g from left to right

3. Locate the next unvisited time point t � ,
such that zt � > � h

4. Start from t � , move in both temporal di-
rection, follow out a connected point t , if
zt > � l , set bt = 1

5. Until all points are visited, goto step 2

OUTPUT: Zoom segments in which bt = 1

Figure 2: Hysteresis thresholding

and b = [ b1 ; b2 ]T . The parameters � and � are respectively
the rotation and skew angles, while k and l are the zoom fac-
tors along the horizontal and vertical directions. These pa -
rameters can be easily computed by the QR decomposition
of A . A sequence of feature vectors � t = [ b1 ; b2 ; k; l; �; � ] is
then formed for every two adjacent frames along the tempo-
ral dimension.

3.3 Zoom segment detection
Once the motion feature vectors are extracted, we detect

the zoom segment in the shot according to zoom parameters.
Denote the horizontal and vertical zoom factors as K =
f kt gn and L = f l t gn , we search for the zoom segment by
using hysteresis thresholding techniques (Figure 2). In th is
algorithm, two threshold, the low one � l and the high one
� h , are used. The advantages of using two thresholds are
twofold: i) � h prevents the algorithm from selecting the fault
zoom segment caused by noise; ii) while� l collects the lost
parts rejected by � h . The details of algorithm are shown in
Figure 2.

3.4 Polyline Estimation
After the detection of zoom segments, the remaining parts

of a shot are decomposed into segments by using our pro-
posed polyline estimation algorithm based upon the rema-
nent motion features f = [ b1 ; b2 ; �; � ]. Basically, each seg-
ment contains only one type of camera motion and is rep-
resented by a line in the parameter space. Kalman �lter
is employed to estimate the polyline of motion parameters
in a 4-dimensional feature space. To take into account mo-
tion instability in home videos, a polyline is modeled based
on the integral of f t , i.e. F t =

P t
1 f t . To better illustrate

the idea, we use the feature integral of the parameter b1 ,
as shown in Figure 3, as an example. Figure 3 depicts the
situation of a static-to-pan transition. The variation of b1

integral along the time dimension is estimated as a curve,
and our task is to �nd two lines that best �t the curve and
then detect the transition point at t � . Given a curve within
a time interval, there always exists a line such that the nor-
malized distances of the points between the line and curve
are within a bounded error h. Assuming Gaussian noise,
we can set h = 2 :5. In practice, due to the constant model
assumption, we allow h � 3. In our algorithm, if the nor-
malized distance at a point t (see Figure 3) exceedsh, we

h
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Figure 3: Polyline estimation

backtrack to time t � to locate a transition point at which
the point is closest to the line.

For e�ciency and e�ectiveness, we employ Kalman �lter
for polyline estimation in 4-dimensional space as follows

St +1 = � St + w t

St +1 =
�

I O I
O I O

�
St + w t (7)

and

F t = HS t + v t ) F t = [ I O ]St + v t (8)

where O is 4 � 4 zeros and I is 4 � 4 identity, St is 8 � 1
system state vector, w t � N (0; Q) and v t � N (0; R). The
updates of Kalman �lter include

Ŝ�
t +1 = � Ŝt

P �
t +1 = � Pt �

T + Q

K t +1 = P �
t +1 H T (HP �

t +1 H T + R) � 1

Pt +1 = ( I � K t +1 H )P �
t +1

Ŝt +1 = Ŝ�
t +1 + K t +1 (Ft +1 � H Ŝ�

t +1 )

where P �
t +1 (Pt +1 ) is the priori (posteriori ) estimate state

error covariance, Ŝ�
t +1 (Ŝt +1 ) is the priori (posteriori ) state

estimate and K t +1 is Kalman gain matrix. After the time
and measurement updates of Kalman �lter, the normalized
distance dt is calculated as

d2
t = ( F t � H Ŝ�

t )T (HP �
t H T ) � 1(F t � H Ŝ�

t ) (9)

Besides the main procedure described above, two additional
processes, median �ltering and segment merging, are em-
ployed to tolerate shaking artifacts. The preprocessing step
uses median �lter to suppress the erratic camera motions.
The postprocessing step merges the adjacent short segments
that are usually generated by unstable camera motion. The
whole procedure is shown in Figure 4.

Each partitioned segment is further characterized as either
one of the following types: static, pan or zoom, based on the
six a�ne parameters. By taking into account the duration
and velocity of motion, each segment is further classi�ed as
either: short static ( Ss ), long static ( L s ), short pan ( Sp ),
long pan (L p ), slow zoom (Z ), or fast pan or zoom (F ). A
segment is classi�ed as short static or pan if its duration is
less than one second. The reasons we use di�erent types of
motion will be clear in the next two sub-sections.
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Figure 4: Procedure of shot partition

3.5 Snippet Boundary Detection
A �nite state machine (FSM) as shown in Figure 5 is

designed for snippet boundary detection. The FSM has four
states A, B , C, D . The states and the transition between
them are described as follows.

State-A describes the segments with long pan. The FSM
transits into this state if it encounters a long pan seg-
ment. Additionally short pan fragments caused by
noise are collected and united into the long pans in
this state.

State-B characterizes the segments of \zoom-and-hold",
where the camera is operated to focus on interesting
objects.

State-C represents the snippet boundaries which consist
of fast pan, fast zoom, , short pan or short static.

State-D refers to the segments of short duration that can-
not be classi�ed in any other states. These segments
are usually caused by camera shaking.

The advantages of using the FSM are twofold: i) the snippet
boundaries can be systematically located; ii) segments are
characterized to facilitate the detection of moving object s
(state-A), removal of motion outliers (state-D), and brows -
ing of zoom-and-hold keyframes (state-B).

3.6 Keyframe Representation
Each snippet can consist of multiple segments, and for

each segment, a keyframe is selected or constructed as shown
in Table 1. The moving objects will be automatically de-
tected and tracked (sections 4.1, 4.2) for snippets in state
A, while key-frames will be shown to represent the snippets
with no object motion. This representation allows users to
manually select and label static patterns in keyframes.
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Figure 5: Finite state machine for snippet detection.

Motion Type Key Frame Construction
static select the median frame
pan construct a panoramic image

zoom select largest and smallest scale frames

Table 1: Key frame representation

4. PATTERN DETECTION
In this section, we propose algorithms for the detection

of moving and static patterns. Moving pattern detection is
based on the object initialization (Section 4.1) by novel se ed
selection, and the object tracking (Section 4.2) by mean-shift
algorithm. Static pattern detection is based on MWBG al-
gorithm that simultaneously searches for the best matching
and transformation of patterns (Section 4.3).

4.1 Object Initialization
Automatic initialization of object location is a hard prob-

lem, particularly when camera motion exists. In home videos ,
this problem is deteriorated when coupling with motion in-
stability. To tackle this problem, we propose a NSS (novel
seed selection) algorithm to automatically search for the
best frames (seeds) to locate objects. A seed is de�ned as
the frame with maximum inter-cluster distance between the
background and moving objects. Given the optical 
ows
of N corresponding feature points (as in Section 3.2), we
employ k-means algorithm to cluster optical 
ows in each
frame. The number of clusters, g, is initially set to a rea-
sonably large value. Then the clusters are merged one by
one according the distance between each two clusters. The
algorithm is described in Figure 7.

The metric of cluster separability is de�ned based on scat-
tering of both inter and intra classes as follows,

S = tr (S� 1
w Sb) (10)

Sw =
gX

j =1

pj � j

Sb =
gX

j =1

pj (M j �
gX

k =1

pk M k )(M j �
gX

k =1

pk M k )T

Then the frames, with the maximum separability metric S
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Figure 6: Results of novel seed selection. (a) Sepa-
rability values . (b) The object detection at frame
143. (c) The object detection at frame 234 of maxi-
mum separability value.

in each shot, are selected as seeds [13]. EM algorithm [15] is
further employed to precisely segment the moving objects in
seeds by incorporating the cluster priors and motion param-
eters. To demonstrate the importance of object initializa-
tion, Fig 6 shows the separability values in one of snippets
and the results of object detection of di�erent separabilit y
values.

4.2 Object Tracking
Once an object is detected, we employ mean-shift [1] for

object tracking due to its e�ciency and robustness to non-
rigid motion. The tracking algorithm is appearance-based
and it utilizes mean shift procedure to match a target can-
didate which is the most similar to the target model in term
of color. The similarity measurement is based on Bhat-
tacharyya coe�cient metric, which is nearly optimal due to
its link with Bayes error. Given the color density distribu-
tion of a target model q̂ = f q̂u gu =1 ��� m (with

P m
u =1 q̂u = 1)

and that of a target candidate p̂(y ) = f p̂u (y )gu =1 ��� m (withP m
u =1 p̂u (y ) = 1) centered at y , where m is the quantization

level of color space, the Bhattacharyya is given as

�̂ (y ) � � [p̂ (y ); q̂] =
mX

u =1

p
p̂u (y ); q̂u (11)

Then the distance between the two distribution, measured
by Bhattacharyya coe�cient metric, is de�ned as

d(y ) =
p

1 � � [p̂ (y ); q̂]

The target color distribution f p̂u g is estimated as follows.
Denote f x i gn as the pixel locations of a target candidate
centered at y . A convex and monotonic decreasing ker-
nel function k(x) (Gaussian function) is adopted to assign
smaller weights to the locations that are father from y . Let
b(x i ) as a function which indicates the histogram bin of the
color at x . The normalized distribution of the target candi-

INPUT: optical 
ows f v i gN , and associated saliency
values f � i gN (see section 3.1)

ALGORITHM:

1. Given cluster number g, initial classi�cation
f uij g is calculated by k-means algorithm
on f v i gN incorporating with f � i gN , where
uij = 1 if v i belongs to the j th cluster and
uij = 0 otherwise

2. Calculate the cluster probability f pj gN ,

pj =

P
i uijP

j

P
i uij

3. Compute the cluster means f M j gN and co-
variance matrices f � j gN by using the ro-
bust estimator, Minimum Volume Ellipsoid
(MVE) algorithm [14].

4. Calculate the distance dkl between each two
cluster k and l as follows,

dkl = s(1 � s)(M k � M l )
T

[s� k + (1 � s)� l ]
� 1(M k � M l )

where k; l 2 1 � � � g and s = pk =(pk + pl ).

5. select the closest two clusters k � and l � ,
k � < l � , such that dk � l � = min

ij
f dij g

6. If dk � l � < � , a threshold, merge the two
clusters, i.e. set uik � = 1 8f i 2 1 � � � N ^
uil � = 1 g; set ui ( j � 1) = uij 8f i 2 1 � � � N ^
j 2 l � � � � gg; set g = g � 1

7. Until no merging, goto step 2

OUTPUT: classi�cation results f uij g

Figure 7: Motion clustering algorithm

date is

p̂u (y ) =

P n
i =1 k

� 


 y � x

h




 2

�
� [b(x i ) � u]

P n
i =1 k

� 


 y � x

h




 2

� (12)

where h is the scale factor and � is a Kronecher delta func-
tion. The distribution of the target model q̂ is derived in
the same way.

Given an initial target location y 0 , the new location of the
target candidate, y 1 , is calculated by minimizing Eqn (12)
through mean shift iteration

y 1 =

P n
i =1 x i ! i g

� 


 y 0 � x

h




 2

�

P n
i =1 ! i g

� 


 y 0 � x

h




 2

� (13)

where g = � k0 and

! i =
mX

u =1

� [b(x i ) � u]

s
q̂u

p̂u (ŷ 0)

This procedure is repeated until the iteration reaches its
maximum number or the distance of successive locations of
target candidate gets smaller than a prede�ned threshold.

4.3 Pattern Matching by MWBG



We adopt an iterative optimization framework based on
the maximum weighted bipartite graph (MWBG) algorithm
for pattern matching. Given a pattern P , a keyframe I and
a similarity function F , the problem of pattern matching
is formulated as to �nd the best transformation T and a
subimage I � of I which satisfy

T; I � = argmax F (T (P ); I � ) (14)

To solve Eqn(14), P and I are �rst partitioned into small
subimages: P =

S n
i =1 Pi and I =

S m
j =1 I j . Based on those

subimages, A weighted bipartite graph G = < U; V; E > is
then built, where U has n nodes,Ui =1 ��� n , which corresponds
to Pi , and similarly, V has m nodes, Vi =1 ��� m , which corre-
sponds to I j . E ij is the edge connecting two nodesUi and
Vj . Let Wij as the weight on E ij and represents the similar-
ity between Pi and I j , i.e., Wij = F (Pi ; I j ). By employing
MWBG algorithm [11] to �nd the optimal matching edges
M in G, Eqn(14) can be solved by a two-step iterative frame-
work as

M ( k ) = argmax
M

X

E ij 2 M

F (T ( k ) (Pi ); I j ) (15)

T ( k +1) = argmin
T

X

E ij 2 M ( k )

jjT (x P i ) � y I j jj 2 (16)

where M ( k ) and T ( k ) are respectively the optimal matching
and transformation at step k. x P i and y I j are the centers
of subimage Pi and I j respectively. To ensure fast conver-
gence, we encode both color and spatial constraints into the
similarity function F as

F (Pi ; I j ) = !H (Pi ; I j ) + (1 � ! )S(Pi ; I j )

where 0 � ! � 1, function H is calculated by using his-
togram intersection algorithm [16] upon two subimages Pi

and I j , and S is a similarity function which takes into ac-
count the spatial relation between Pi and I j . The further
the two subimages, the smaller the weight of their relation.
Then a Gaussian-like function is used to calculate S as,

S(Pi ; I j ) = e�
jj x P i

� y I j
jj 2

�

where � is a distance threshold. Given the weight Wij of
each edgeE ij , MWBG algorithm is employed to solve the
Equ(15).

Denote X = f x P i g and Y = f y I i g where E ij 2 M , and
the transformation T has parameters f b; R; vg, where b is
zoom factor, R is the rotation matrix, and v is the transla-
tion vector, then Equ(16) can be solved by using Procrustes
algorithm [7] as follows,

T = argmin
T

jjY � T (X )jj 2

that is

f b; R; vg = argmin
f b;R;v g

jjY � bXR � 1k vT jj 2

where 1k is k � 1 vector of ones, k is the cardinality of M .
Then

v =
1
k

1T
k (Y � X ) (17)

Translate X and Y to X 0 and Y 0 as

X 0 = CX; Y 0 = CY

where

C = I k �
1
k

(1k 1T
k )

then

R = UV T (18)

b =
tr (Y 0T X 0R)
tr (X 0T X 0)

(19)

where V DU T is the singular value decomposition (SVD) of
Y 0X 0T , i.e. Y 0X 0T = V DU T .

5. EXPERIMENTS
We use two home videos, \Wild" and \Campus", for ex-

periments. \Wild" consists of 24,195 frames, while \Cam-
pus" has 39,373 frames. \Wild" captures the expedition
of a couple in country sides, and \Campus" captures the
daily life of a group of students in campus. Both videos
are su�ered from shaking artifacts, motion blurs and sharp
illumination changes.

5.1 Snippet Boundary Detection
The shot detector in [12] is initially applied to partition

the videos into shots. The snippet boundary detector is
then carried out for each detected shot. The ground-truths
of snippet boundaries are manually marked by human sub-
jects. Table 2 shows the results of snippet detection. In
overall, most snippet boundaries are correctly detected. A s
seen in the table, the results on \Campus" is not as good as
\Wild". This is simply because the camcorder used in cap-
turing \Campus" is in low visual quality. In both videos,
the false alarms and missed detections are mainly caused
by the errors in motion estimation due to low visual qual-
ity. To shown the performance of the proposed FSM (in
Section 3.5), Table 2 also gives the results of state classi�-
cation. In general, most segments in snippets are correctly
classi�ed regardless of shaking artifacts caused by instable
camera motion.

Figure 8 illustrates the result of snippet detection in 2 nd

shot of \Wild". Fig 8(b) shows the zoom segment detected
by the hysteresis thresholding while Fig 8(a) shows the seg-
ments �tted by the Kalman polyline estimator. Notice that
the camera motion is unstable at the middle part of this
shot. Our algorithm, however, can still correctly predict
and estimate the intention of camera motion.

To demonstrate the e�ectiveness of object detection by
novel seed selection algorithm, Fig 9(a) shows the separa-
bility value (Equ 10) of frames in one of the snippets. Fig
9(b)-9(c) show the results of object detection at di�erent
values. Obviously the result at frame 71 with maximum
value is better than that at frame 59. In our approach, we
select the frame with maximum separability value for object
detection. The strategy works pretty well in the two testing
videos.

5.2 Pattern Detection and Indexing
Fig 10(a)-(j) show some of the patterns that are automati-

cally detected and tracked in the snippets. Figures 10(a)-( d)
are from \Wild", and (e)-(j) are from \Campus". Note that
in Fig 10(c), the moving object is in small scale, while in
Fig 10(d) the frame is in low visual quality. Both situations
are correctly handled by our approach. Few objects are not
detected because they are classi�ed to state-B due to slow
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Figure 8: Snippet detection in 2nd shot of \Wild".
(a) Kalman estimation of the integral of horizontal
translation. (b) Detection of zoom segments by hys-
teresis thresholding.

Correct False Missed Prec Recall
\Wild" 57 1 2 0.98 0.97
State-A 40 2 4 0.95 0.91
State-B 50 4 1 0.93 0.98

\Campus" 58 2 10 0.97 0.85
State-A 47 2 6 0.96 0.89
State-B 64 5 1 0.93 0.98

Table 2: Experimental results of snippet detection.

object motions. Nevertheless, most of these objects are cor-
rectly matched when MWBG is applied. Figures 11(a)-(d)
show four snippets which are found to have the similar pat-
tern as in Fig 10(a) by MWBG.

In Figures 10(k) and (l), we show two static patterns that
are manually labeled by a user. When MWBG is applied,
the snippets with the same patterns are correctly detected
and indexed as shown in Figures 11(e)-(h). Notice that in
these four �gures, the proposed MWGB can handle partial
matching and the patterns with di�erent scales.

6. APPLICATION AND CONCLUSION
The search of personal memories in home videos is techni-

cally a challenging task. Rather than watching an unedited
and long-winded home video, a better option is probably
to \album" the personal videos with memorably symbolic
items such as time stamps [8], face [10] or memorable pat-
terns. Our proposed approaches provide a semi-automatic
framework for the applications related to personalized hom e
video management. On one hand, the construction of table-
of-snippets facilitates content browsing, the detection o f mov-
ing objects, and the labeling of static patterns. On the othe r
hand, the patterns can be utilized to organize both the old
and new videos by automatic pattern detection and parsing.
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Figure 9: Results of novel seed selection. (a) Sepa-
rability values . (b) The object detection at frame
59. (c) The object detection at frame 71 of maxi-
mum separability value.
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